Projected Atlantic hurricane surge threat from rising temperatures
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Detection and attribution of past changes in cyclone activity are hampered by biased cyclone records due to changes in observational capabilities. Here, we relate a homogeneous record of Atlantic tropical cyclone activity based on storm surge statistics from tide gauges to changes in global temperature patterns. We examine 10 competing hypotheses using nonstationary generalized extreme value analysis with different predictors (North Atlantic Oscillation, Southern Oscillation, Pacific Decadal Oscillation, Sahel rainfall, Quasi-Biennial Oscillation, radiative forcing, Main Development Region temperatures and its anomaly, global temperatures, and gridded temperatures). We find that gridded temperatures, Main Development Region, and global average temperature explain the observations best. The most extreme events are especially sensitive to temperature changes, and we estimate a doubling of Katrina magnitude events associated with the warming over the 20th century. The increased risk depends on the spatial distribution of the temperature rise with highest sensitivity from tropical Atlantic, Central America, and the Indian Ocean. Statistically downscaling 21st century warming patterns from six climate models results in a twofold to sevenfold increase in the frequency of Katrina magnitude events for a 1 °C rise in global temperature (using BNU-ESM, BCC-CSM1-1, CanESM2, HadGEM2-ES, INM-CM4, and NorESM1-M).

P redicting how cyclone activity will change in a warmer world has proven to be an elusive target (1, 2). There are competing factors that may influence whether tropical cyclone activity will strengthen or weaken. Warmer sea surface temperatures (SSTs) are favorable to tropical cyclones. However, global warming may also increase vertical wind shear, which is unfavorable for cyclones (3), although some studies find this is a minor effect (4). Dynamical downscaling of Atlantic tropical cyclones tend to show fewer but more intense events, but the results are not consistent between models (5, 6). Studies that use the relationship between cyclone activity and sea surface temperatures in the Main Development Region (MDR) in general show a high sensitivity to warming (7–11). However, other authors propose that cyclones are sensitive to MDR warming relative to the tropical mean (3, 12–15). This alternative hypothesis is supported by some process model output (3, 16, 17). Projections based on relative MDR (rMDR) relationships show little increase over the 21st century (14, 17).

Observational bias in cyclone records (9, 18, 19) has made it hard to distinguish between competing hypotheses for 21st century cyclone activity. In this paper, we use a homogeneous record of cyclone surge activity since 1923 (20) to estimate how the frequency of extreme surges changes with spatial warming patterns. We develop a nonstationary extreme value model to statistically quantify coastal surge threat. This allows us to project changes in probability of even the most rare surges. It also allows us to evaluate competing hypotheses and calculate their Bayesian likelihood. Process models [general circulation model or earth system model (ESM)] running at very high resolution (50- or 25-km grids) provide some physical support for our statistical downscaling (16), but they need long model runs to obtain credible statistics for rare events, beyond present computing power limits. Alternatively, large numbers of events can be simulated using statistical/deterministic downscaling driven by climate model output (e.g., refs. 8 and 21).

The strong winds and intense low pressure associated with tropical cyclones generate storm surges. These storm surges are the most harmful aspect of tropical cyclones in the current climate (1, 2), and wherever tropical cyclones prevail they are the primary cause of storm surges (20). Here, we will use a storm surge index constructed from six long high-frequency tide-gauge records from the southeastern United States (Fig. 1), as these provide a homogeneous dataset for examining Atlantic cyclone activity since 1923. Absolute surge levels are strongly influenced by local mean sea level rise. However, we remove the effects of the seasonal cycle, tides, and sea level rise so as to focus on the influence from weather. Wind speed is not a perfect predictor for surge impact or damage, and there is thus no surge index threshold that corresponds to all land-falling hurricanes. However, we have previously demonstrated that the most extreme surge index events can predominantly be attributed to large land-falling hurricanes, and that they are linked to hurricane damage (20). We therefore interpret the surge index as primarily a measure of hurricane surge threat, although we note that other types of extreme weather also generate surges such as hybrid storms and severe winter storms (e.g., Storm of the Century 1993, Sandy 2012, and Perfect Storm 1991).

The surge index is normalized and we use the highest surge recorded during Hurricane Katrina in 2005 as a benchmark for extremes. We will talk of extreme events crossing this threshold as events of Katrina magnitude or simply “Katrinas.” We emphasize that not all Katrinas will have equally devastating impacts. The surge index is not intended as a proxy for wind speed-derived metrics, but rather an independent cyclone activity metric that specifically quantifies coastal surge threat. This should be kept in mind when comparing with other studies, which often focus on basin-wide counts crossing a wind speed threshold (e.g., ref. 5). The surge index record shows a significant positive trend, and warm years have been associated with twice as many Katrinas as cold years (20).

Results

Statistical models have relied on correlations between cyclone activity and either MDR SST (e.g., ref. 8) or MDR SST relative to tropical mean SST (rMDR) (e.g., ref. 14). Rather than
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choosing between these two competing hypotheses, we will construct our statistical model from the relationship to the full globally gridded temperatures. We also construct a model that relies exclusively on global mean surface temperature. Although this simpler model may not have as strong correlations as the

Fig. 1. (A) Average surge index over the cyclone season. (B) Observed frequency of surge events with surge index greater than 10 units per year (surge index > 10 units). (C) Global average temperature, MDR temperature, and rMDR temperature anomaly. Inset shows locations along the US coast of the six tide gauges used in the surge index (Fig. 51).

following Coles (22). The $k_0$, $\sigma$, and $\mu$ parameters describe the extreme distribution for the baseline climate where $T = 0$, and the nonstationary parameters ($a_k$, $a_\sigma$, $a_\mu$) describe how sensitive the distribution is to changes in $T$ with positive values associated with more frequent extreme surges. We estimate the six unknown parameters and their confidence intervals using Markov Chain Monte Carlo (MCMC) (SI Methods).

We examine the links to the temperature from any location on Earth by using the observed grid cell temperature series as the predictor (23). In that way, we are able to construct maps of the relationship between surge index extremes and the full spatial temperature patterns. The resulting odds ratio map (Fig. 2) can be thought of as an extreme teleconnection pattern. Low relative odds can be due to a weak physical link, a spatially nonstationary process, or due to a poor signal-to-noise ratio in the temperature observations. In either case, the model for that particular grid cell should be given less relative weight when used for projections. Finally, we create an average downscaled model, taking all of the inferred spatial information into account by weighing the individual grid cell-based models by likelihood and area. This approach ensures that most weight is given to regions where the temperature data are of sufficient quality to calibrate the model, and to regions where there has been a consistent statistical relationship (i.e., a stationary spatial signature).

Fig. 2 shows the best-guess estimates of the nonstationary parameters ($a_k$, $a_\sigma$, $a_\mu$) for each global grid point and the relative odds of the individual models. It is clear that all three parameters are strongly affected by temperature, and that warming in general leads to a higher frequency of surges of all magnitudes. For comparison, we also find that all three nonstationary parameters are significantly positive in the model using global average temperature as predictor ($P < 0.05$; Table 1). With a few notable exceptions, global average surface temperature is a better predictor of Atlantic cyclone activity (as measured by the surge index) than grid cell temperatures from almost anywhere on Earth (Fig. 2A).

In an analogous manner, we calculate the odds (Methods) of seven alternative predictor models (e.g., Southern Oscillation index), which previously have been linked to Atlantic cyclone activity (Table 2). The teleconnection indices all have worse skill than even a simple linear trend over time. We find that the spatially averaged SST over the MDR is a better predictor than global average temperature (Table 2), as expected from many previous studies (7–11, 24, 32). In contrast, the alternative hypothesized predictor model using rMDR shows comparatively poor skill relative to both global temperatures and MDR. In the rMDR hypothesis, the SST in the tropics outside the MDR region are expected to be negatively correlated with cyclone events, but we find that the tail parameter ($a_k$ in Fig. 2) has positive values over the tropics with the exception of the eastern Pacific. The relatively poor skill of rMDR is surprising because statistical analysis of process model output indicate that it should be a good predictor of cyclone activity (3, 16, 17). However, there is no physical theory that links rMDR to cyclone activity.

Several of the spatial relationships observed in Fig. 2 are consistent with well-known physical relationships. The positive relationship with western Pacific SST is consistent with the teleconnection between El Niño–Southern Oscillation and Atlantic

location and scale parameters are primarily related to the frequency of relatively low- and medium-sized storms (i.e., storm counts), whereas the shape parameter controls the frequency of the most extreme storms. For simplicity, we adopt the following relationship to $T$:

$$
\begin{align*}
    k &= k_0(1 + a_k T) \\
    \sigma &= \sigma_0(1 + a_\sigma T) \\
    \mu &= \mu_0(1 + a_\mu T)
\end{align*}
$$

[1]
hurricanes (1, 2, 33). We note, however, that the Southern Oscillation index by itself is a relatively poor predictor of cyclone activity (Table 2), possibly because it lacks the global warming signal. The weaker positive relationship between the SSTs over the Atlantic subpolar gyre and $k$, has been mechanistically related to reduced wind shear and increased precipitation in the MDR (34). A warm subpolar gyre produces a reduced temperature gradient with the equator, a reduced northward heat transport (34), and an anomalously warm SST in the MDR (35).

Desert region temperatures are in general good predictors, even as far away as Australia (Fig. 2). The North-African pattern is likely due to the well-known Sahel rainfall teleconnection (36). More generally, the conditions that favor cyclones may be similar to those that favor warm desert temperatures, rather than a direct causal link between cyclones and desert temperatures. Fig. 2 indicates the importance of land temperatures rather than SSTs, although the weak North Atlantic feature is consistent with earlier suggested links (2, 35, 37). One possible explanation could be a better observational network and thus a higher signal-with earlier suggested links (2, 35, 37). One possible explanation could be a better observational network and thus a higher signal.

The best local predictors are found over Central and sub-tropical North and South Americas (Fig. 2). The relationship to subtropical North American temperatures is opposite in sign (Fig. 2 C and D). We may expect that North American land temperatures are cooled by the passing of cyclones in particularly active years. That is, these temperatures are affected by cyclone activity rather than vice versa.

**Discussion**

We have calibrated models from each individual grid cell and combined all of these into a single model. This downscaled model incorporates all of the competing teleconnection effects discussed above. We map the projected warming patterns through this statistical model to project future changes. We emphasize that this is not a blind statistical extrapolation exercise, as we have verified that the teleconnection patterns are consistent with well-known physical relationships. To demonstrate the cyclone number evolution over the 21st century (Fig. 3), we project changes in the frequency of Katrinas using gridded and global mean temperatures from an ESM with a $\sim 2.4^\circ$C warming over the 21st century (RCP4.5) (38). We examine the intramodel model variability using output from six models (BNU-ESM, BCC-CSM-1.1, CanESM2, HadGEM2-ES, INM-CM4, and NorESM1-M). The response to a $1^\circ$C warming is consistently an increase by a factor of 2–7, despite the spread in climate sensitivity between ESMs. The model forced by global average temperature yield projections near identical to the full spatial model (Fig. 3 and SI Katrina Sensitivity to Global Warming). The MDR model is less sensitive to warming (Table 2, Fig. 3, and Fig. S1), but results in projections that are consistent with the results from both the full spatial model, and the global model. In SI Sensitivity Tests, we perform a range of sensitivity tests by changing statistical methods, data treatment, and impact of data gaps. All tests indicate confidence in the factor 2–7 increase in the number of Katrina magnitude surges for each degree of global warming. This increase does not include the additional increasing surge threat from sea level rise (21).

There is no straightforward correspondence between the surge magnitude, and hurricane counts or wind speed. However, the sensitivity of surge activity to warming we infer (Fig. 4) appears to be greater than obtained from downscaled projections of basin-wide hurricane counts (5), and of hurricane surge statistics in New York (21). Bender et al. (5) estimate an 81% increase in the frequency of basinwide category 4–5 hurricanes for a scenario with $\sim 2.5^\circ$C warming. Projected changes in hurricane surge levels

**Table 1.** Model parameters with confidence intervals for the nonstationary GEV distribution using global average temperature (23) as predictor

<table>
<thead>
<tr>
<th>Percentile</th>
<th>$k_0$</th>
<th>$s_0$</th>
<th>$\mu_0$</th>
<th>$a_k$</th>
<th>$a_s$</th>
<th>$a_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>0.51</td>
<td>0.44</td>
<td>2.36</td>
<td>0.04</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>16%</td>
<td>0.52</td>
<td>0.45</td>
<td>2.38</td>
<td>0.11</td>
<td>0.35</td>
<td>0.08</td>
</tr>
<tr>
<td>Best guess</td>
<td>0.54</td>
<td>0.48</td>
<td>2.41</td>
<td>0.22</td>
<td>0.49</td>
<td>0.13</td>
</tr>
<tr>
<td>84%</td>
<td>0.56</td>
<td>0.5</td>
<td>2.45</td>
<td>0.33</td>
<td>0.62</td>
<td>0.16</td>
</tr>
<tr>
<td>95%</td>
<td>0.57</td>
<td>0.51</td>
<td>2.47</td>
<td>0.39</td>
<td>0.71</td>
<td>0.21</td>
</tr>
</tbody>
</table>

**SI Katrina Sensitivity to Global Warming.** The MDR model is less sensitive to warming (Table 2, Fig. 3, and Fig. S1), but results in projections that are consistent with the results from both the full spatial model, and the global model. In SI Sensitivity Tests, we perform a range of sensitivity tests by changing statistical methods, data treatment, and impact of data gaps. All tests indicate confidence in the factor 2–7 increase in the number of Katrina magnitude surges for each degree of global warming. This increase does not include the additional increasing surge threat from sea level rise (21).

There is no straightforward correspondence between the surge magnitude, and hurricane counts or wind speed. However, the sensitivity of surge activity to warming we infer (Fig. 4) appears to be greater than obtained from downscaled projections of basin-wide hurricane counts (5), and of hurricane surge statistics in New York (21). Bender et al. (5) estimate an 81% increase in the frequency of basinwide category 4–5 hurricanes for a scenario with $\sim 2.5^\circ$C warming. Projected changes in hurricane surge levels
above mean sea level at New York have been shown to be sensitive to model choices and results range from a 10% reduction to a 50% increase in a scenario with ~2.8 °C global warming (21).

Small changes in the probability density function extreme event tail lead to large relative reductions in the return period of the largest storm surges (Fig. 4), consistent with most process modeling studies (1, 2, 5). Our empirical evidence shows that warming also leads to an increase in the number of relatively common events (Figs. 2 and 4) in agreement with surge modeling (21). This is in contrast to many model studies of Atlantic cyclone numbers, which on average predicts a decrease (2, 5) or only a slight increase (6) with rising temperatures, although we emphasize that cyclone numbers do not directly translate into coastal surge impact. Previously climate model projections of cyclone numbers have been limited by resolution (1, 2), which results in weaker cyclones than observed (1). Higher resolution models are becoming feasible and show closer correspondence with our statistical downscaling (2, 16). Our analysis shows that the rMDR predictor used in recent statistical projections (17, 39) has comparatively poor skill when applied to the homogeneous surge index.

The empirical evidence here demonstrates a greatly increased Atlantic hurricane surge threat in a warmer world (Figs. 3 and 4, and Fig. S1). The escalating threat from cyclone-driven storm surges is further exacerbated by rising sea level (1, 2, 21, 40). Additionally, the observed recent increase in Atlantic coastal wave power (41) is concomitant with these increases in surge index. Finally, we find that ~0.4 °C global average warming results in a halving of the return period of Katrina magnitude events. This is less than the warming over the 20th century. Therefore, we have probably crossed the threshold where Katrina magnitude hurricanes are more likely caused by global warming than not.

**Methods**

In this section, we compare the model using global average temperature with models using alternative predictors. We use odds to quantify the model performance of two competing model hypotheses. All model hypotheses are very similar in that they use Eq. 1, only with different predictors (7). The odds are calculated from the likelihood ratio of the proposed alternative model hypothesis relative to the likelihood of the model using global average temperatures (restricted to years of overlap). All models have the same complexity (six free model parameters) and their odds can therefore easily be compared. The odds ratio can be interpreted as a Bayes factor, where an odds value of 10:1 is traditionally considered the limit for strong evidence, and 100:1, the limit for decisive evidence.

In Table 2, we list the performance comparison for various common predictors/teleconnections. Odds ratios for temperature series from individual grid points over almost the entire world are worse predictors than global average temperature (Fig. 2A). However, spatial averaging over the MDR region (85°W–20°W, 10°N–20°N) reduces noise and leads to a better predictor series (Table 2). All predictors have been smoothed with an annual average filter. We obtain compatible results when using a 3-mo averaging.
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SI Methods

The general method of fitting a distribution (f), with parameters (m), to a series (x) involves maximizing the likelihood function as follows:

\[
L(m) = \prod_{i} f_{m}(x_i),
\]

where \(i\) is an index into the series \(x\). In practice, this is usually done by minimizing \(-\log(L)\). The method can be easily extended to nonstationary distributions by having \(m\) vary with time (\(i\)). In this study, we achieve this by letting \(m\) being dependent on “predictors” such as global average temperature. The calculation of \(L\) can easily be parallelized and for some distribution functions it may be advantageous to perform this calculation on a graphical processing unit.

The confidence intervals of the model parameters are given by the likelihood function. We sample the parameter space according to the likelihood density using Markov chain Monte Carlo (MCMC) using the Metropolis–Hastings algorithm. Regions of the parameter space that are likely will be sampled with a high density, whereas less likely regions will be sampled less densely. From the percentiles of the sampling density, we determine the confidence intervals. In this study, we denote the median of the likelihood distribution as the “best guess,” which is more robust than using the maximum-likelihood model.

We verify convergence of the MCMC solutions by manual inspection of the accepted models and their autocorrelation structure. In this study, our likelihood functions are very cheap to calculate, and we can afford to make the MCMC runs much longer than is strictly necessary. We speed up convergence by taking random steps in a linearly transformed model space chosen based on a principal component analysis of the accepted models from an initial shorter MCMC run. We observe that the burn-in is usually confined to the shorter initial MCMC run, and that the transformed steps almost always gives near-optimal rejection rates.

Under certain conditions, the central limit theorem states that the sum of a set of independent random variables will approach a normal distribution in the limit of infinitely large sets. Analogously, the distribution of block maxima approaches the generalized extreme value (GEV) distribution as the blocks get larger (2). For that reason, we expect that block maxima of the surge index should follow a GEV distribution. The GEV distribution, used in this study, can be described by the following:

\[
f_{m=(k,\mu,\sigma)}(x) = \begin{cases} 
\frac{1}{\sigma} \left(1 + k \frac{x - \mu}{\sigma}\right)^{-1-\frac{1}{k}} e^{-\left(1 + k \frac{x - \mu}{\sigma}\right)^{-\frac{1}{k}}} & \text{for } 1 + \frac{k(x-\mu)}{\sigma} > 0 \text{ and } k \neq 0 \\
\frac{1}{\sigma} e^{-\frac{x-\mu}{\sigma}} & \text{for } k = 0 \\
0 & \text{otherwise}
\end{cases}
\]

where \(\mu, \sigma,\) and \(k\) are the location, scale, and shape parameters, respectively. We are interested in the return period of large and rare events. We find that the surge index maxima of 7-d blocks can be accurately modeled by the GEV distribution over a wide range of magnitudes (Fig. 4) (3). Sensitivity tests show that our results are not sensitive to larger block sizes. The GEV distribution is flexible and combines three simpler types of distributions commonly used to model block maxima: the Weibull, Frechet, and Gumbel. The flexibility lets the data decide which distribution is appropriate.

It is sometimes argued (e.g., ref. 2) that taking block maxima is a wasteful method to infer statistics of extreme events. The reasoning is that there may be a small chance that two very large events are inside the same block and that taking block-maxima could be discarding one of the already rare large events. The peaks-over-threshold (POT) method is the usual proposed alternative, where a distribution is fitted to all events that above a certain threshold. The advantage is that no large events are discarded. The drawback of the POT approach is that return periods can only be calculated, if the frequency of threshold crossings is known. The threshold return period can be estimated using empirical cumulative distribution. However, this empirical estimate assumes stationarity and the POT method is hence ill suited for nonstationary series. For that reason, we use exclusively the GEV distribution, with the exception of the sensitivity test presented in SI Sensitivity Tests. As our conclusions are insensitive to different block sizes and we get compatible results using POT analysis (SI Sensitivity Tests), we conclude that extreme event wastage is not an issue.

SI Sensitivity Tests

To further strengthen our confidence in the nonstationary model, we have split the surge index series into odd and even years, and analyzed these two series independently. This splitting is designed to ensure that the two series are independent, while spanning both warm and cold periods. To simplify the comparison, we focus on comparing the modeled reduction in the return period of Katrina magnitude events for a 1.2 °C warming. For odd years, we estimate a factor 4 reduction in return period, and for even years we estimate a factor 5 reduction. These changes are nearly identical with the results from the model fitted over the entire series (Fig. 4). We are therefore confident that the large sensitivity we find is not caused by any single outlier.

We have repeated the nonstationary analysis using POT models to alleviate concerns that the GEV models may be overly sensitive in tail-fitting. To simplify the comparison, we focus on comparing the inferred reduction in the return period of Katrina magnitude events for a 1.2 °C warming. A fixed threshold was picked so that it is exceeded four times per year in the observed record. The nonstationary POT model is similar to the GEV model as expressed in Eq. 1, except it does not have location parameters. We
get a factor 4 reduction in return period, assuming that the return period at the threshold is unchanging over time. This is consistent with the factor 2–7 reduction found using GEV analysis. The threshold was selected as a trade-off between bias and variance in the estimates (2), while taking into account the trade-off between not having to worry about seasonality and choosing a threshold low enough to justify the assumption that there was little change in the return period of the threshold (Fig. 4). Regardless of threshold choice, we find the results being consistent with the GEV results.

We investigate the possible influence of data gaps by setting the surge index value to Hurricane Katrina magnitude at the eight data gaps identified by Grinsted et al. (3). We get a factor 3.5 reduction in return period for 1.2 °C warming. This is consistent with the primary conclusions of the paper.

The projected increase in Katrina frequency has been calculated using the spatial warming patterns from the BNU-ESM model. This does not consider the additional uncertainty from ensemble spread in the projected warming patterns. Using several other CMIP5 RCP4.5 model runs scaled to a 1 °C warming, we find that they all produce projections that are consistent with the primary conclusions of the paper. The projections using the full spatial warming patterns were consistent with the much simpler model using global temperature alone for all models. This supports the notion that global temperature can be used to estimate Katrina return periods from temperature projections from other models (SI Katrina Sensitivity to Global Warming). We caution against extrapolating to extreme warming scenarios that are far from the calibration interval.

**SI Katrina Sensitivity to Global Warming**

Having found the nonstationary GEV parameters and their uncertainties, we can calculate the return period plots of Katrina magnitude events for different degrees of warming. From Fig. S1, we estimate 3.6 times more frequent Katrina magnitude events for 1 °C global warming [5–95%: 1.5–6.6×].

---


---

![Fig S1](https://www.pnas.org/cgi/content/short/1209980110/figs/S1.png)

**Fig. S1.** The relationship between the return period of Katrina magnitude and global average temperature (A) and MDR SST (B) above the 1980–2000 baseline. The solid black line indicates the best guess. The light gray shading shows the 5–95% confidence intervals, and the dark shading shows the 16–84%. The vertical shaded box indicates the temperature range used in the model calibration.